Upper-Tropospheric Water Vapor from UARS MLS


Abstract

Initial results of upper-tropospheric water vapor obtained from the Microwave Limb Sounder (MLS) on the Upper Atmosphere Research Satellite (UARS) are presented. MLS is less affected by clouds than infrared or visible techniques, and the UARS orbit provides daily humidity monitoring for approximately two-thirds of the earth. Best results are currently obtained when water vapor abundances are approximately 100–300 ppmv, corresponding to approximately 12-km height in the Tropics and 7 km at high latitudes. The observed latitude variation of water vapor at 215 hPa is in good agreement with the U.K. Universities’s Global Atmospheric Modelling Project model. The ability to observe synoptic-scale features associated with tropopause height variations is clearly illustrated by comparison with the National Aeronautics and Space Administration Goddard Space Flight Center assimilation model. Humidity detrainment streams extending from tropical convective regions are also observed.

1. Introduction

The global climate system is at the forefront of environmental concerns. Anthropogenic increases of greenhouse gases such as carbon dioxide could lead to enhancement of net downward radiative flux from the upper troposphere and a warmer climate. Water vapor is the most important greenhouse gas (e.g., Manabe and Wetherald 1967; Houghton et al. 1990; Jones and Mitchell 1991), and the anticipated climate change arising from any increase in the anthropogenic greenhouse gases critically depends on the water vapor response to additional radiational forcing. Assuming that the relative humidity remains unchanged, water vapor will amplify the climate response to changes in greenhouse gas concentrations, or to any other climate forcing. The water vapor content increases exponentially with increasing temperature for a constant relative humidity. The additional water can trap more radiation and cause further heating until a new equilibrium is established (Manabe and Wetherald 1967; Betts and Ridgeway 1989). The positive feedback role of water vapor has been observed under clear-sky conditions (Raval and Ramanathan 1989; Rind et al. 1991). Water vapor and cloud abundances are highly coupled, and cloud feedback varies considerably among current general circulation models (Cess et al. 1990). Although the climate sensitivity feedback associated with water vapor is generally believed to be strongly positive, it is possible that the combined effects of clouds, precipitation, dynamics, and water vapor may act as a net negative feedback system. Lindzen (1990) argues that increased surface temperature would increase convection, which would dry the upper troposphere through subsidence. Based on cirrus cloud observations during an El Niño event, Ramanathan and Collins (1991) hypothesize that a runaway water vapor greenhouse effect over the warm oceans is checked by a negative feedback from increased reflectivity of upper-tropospheric cirrus anvils formed from condensed moist air.

Evaluation of the relative importance of these effects has been hindered by a lack of upper-tropospheric humidity (UTH) data. Understanding the climate system requires global-scale modeling, and global water vapor measurements are needed for validating general circulation model performance. The only practical method of obtaining continuous global data is through satellite observations. Significant progress is being made to acquire this information. High horizontal and temporal resolution is now available using multichannel infrared imagers aboard geostationary satellites, which includes the U.S. Geostationary Operational Environmental Satellite (Soden and Bretherton 1993; Udolpho and Hartmann 1994) and the European Geosynchronous Meteorology Satellite (METEOSAT) (Schmetz and Turpeinen 1988) platforms. Multichannel high-resolution infrared imagers currently fly on U.S. National Oceanic and Atmospheric Administration polar-orbiting satellites that allow full global coverage with one instrument but with poorer temporal resolution. The infrared instru-
ments measure radiation emitted from the 6.3-μm water band using radiometers of varying bandwidths. They all share a common feature of having limited vertical resolution, nominally a 300-hPa-thick layer centered at 300-hPa altitude, and must deal with cloud contamination. This is usually done by separating the cloud contribution as measured by a "window" or vapor-insensitive channel and estimating the clear-sky component of the water vapor channel with the N∗ technique (McMillin and Dean 1982) or a method by Soden and Bretherton (1993), which will work in up to 75% cloud cover. The Stratospheric Aerosol and Gas Experiment II (SAGE II) makes water vapor measurements with ~1-km vertical resolution from the stratosphere to the ground or to the clear tops (Rind et al. 1993). SAGE II uses solar occultation, which limits its measurements to about 30 per day, with approximately one month required to cover 70°S to 70°N (Cunnold et al. 1989).

The Microwave Limb Sounder (MLS) on the Upper Atmosphere Research Satellite (UARS), which has been in operation since late September 1991, gives a new capability for global UTH observations. Although not designed for this measurement, UARS MLS is sensitive to UTH when the field of view (FOV) of its CIO spectral band is scanned down through the troposphere, which happens once per minute on each limb scan. Important features of the MLS measurement technique for UTH are its ability to observe through cirrus and to determine vertical structure with more than 1300 profiles per day obtained from UARS. The vertical resolution is limited by the instrument FOV, which has a 3.0-km half-power gain width, and the best sensitivity to water vapor occurs in a vertical band where the abundance is ~150 ppmv, corresponding to ~12-km height at low latitudes and ~7 km at high latitudes. This paper describes some initial results obtained using a preliminary algorithm for extracting UTH from the MLS measurements.

2. Measurement technique

The MLS is a self-calibrating vertically scanned limb-sounding instrument that measures thermal emission in the millimeter-wavelength spectral region (Barath et al. 1993). UARS is in a circular 57° orbit, 585-km altitude, and MLS views the atmospheric limb in a direction perpendicular to the orbit path. There are 15 orbits per day, and MLS makes a limb scan every 4.1° of orbit arc. Geophysical profiles are extracted from measurements made during each limb scan, which covers tangent altitudes from the surface to 90 km. Calibration is performed on each limb scan. The orbital precession causes the measurement track longitude to move 5°, or 20 min earlier in local time over a 24-h period. UARS makes a 180° yaw maneuver approximately every 36 days, when MLS latitudinal coverage changes between 80°S–34°N and 34°S–80°N.

The MLS spectral band, which gives C1O (e.g., Waters et al. 1993), measures thermal radiation near 205-GHz frequency (wavelength ~1.5 mm), which is in a region free of any strong interfering lines in the stratospheric spectrum. When the FOV of this band is scanned down through the troposphere, the dominant contribution to its measured signal is thermal emission from water vapor. Water vapor can, in principle, be deduced from this measured signal over the vertical range where its signals are sufficiently strong to be distinguished from other effects and where its signals become so strong that they are optically thick, and the measurements are mainly sensitive to atmospheric temperature. This range corresponds to water vapor abundances between approximately 100 and 300 ppmv. If the temperature profile is well known, the optically thick signal is a measure of relative humidity, which is the principle used by the UTH channel on infrared sensors (e.g., Soden and Bretherton 1993). This can extend the MLS measurement capability lower into the troposphere but is not considered here.

Altitude (pressure) registration of the measurements is obtained from observations of O3 emission in the stratosphere (Waters 1993) extrapolated downward using hydrostatic equilibrium with temperatures from the operational analyses of the National Centers for Environmental Prediction (NCEP) (formerly the National Meteorological Center) and measured changes in the FOV pointing. Pointing, temperature, and UARS platform attitude uncertainties correspond to 400 m at 10–12 km (Fishbein et al. 1995). Figure 1 illustrates the concept for the simple retrieval scheme used for the initial results reported here. The radiance profile in the left panel is from a single limb scan near the Tropics and shows the radiance increasing with decreasing altitude, corresponding to increasing atmospheric emission, which is described by an "absorption coefficient." The measurements have been vertically interpolated onto an equal-spaced Alog10 pressure grid of 1/6 or approximately 2.5-km steps (the standard grid for UARS data). The plot also shows the corresponding atmospheric temperature profile from NCEP. Good sensitivity to atmospheric absorption occurs before the radiance saturates, which is above 9 km for this measurement. The instrumental noise on each 2-s integration, for the channel used here, is < 0.1 K equivalent brightness temperature, which gives a signal-to-noise ratio of greater than 1000:1 at the altitudes having best sensitivity. The radiance curve j in the left panel is modeled with the

\[ l_t = \sum_{j=t+1}^{N} T_j \prod_{k=j}^{N} \delta_{kt} \times \left( \frac{\prod_{k=t}^{N-1} \delta_{kt}}{T_t} \right) \times \left( \sum_{j=t+1}^{N} T_j \prod_{k=t}^{N} \delta_{kt} \right) \]  (1)

This equation is applied to an \( N - 1 \) layered atmosphere where each layer is separated by a surface with indices running from 1 (the earth surface) to \( N \) (top of the \( N - 1 \) layer and nonabsorbing space). The \( N \) levels correspond to the radiances measurement heights, which in this case have been interpolated from the actual measurements onto the standard UARS output grid as described above. Subscript \( t \) denotes the limb tangent surface, and \( i, j, \) and \( k \) indicate the surfaces used in the products and sums. Here \( T_i = T_i^p = (T_{i-1} - T_{i+1})/2 \) except when \( i = N \), where \( T_N = (T_N + T_{N-1})/2 \) and \( T_i^p = T_i^p - T^p \). \( T^p \) and \( T^r \) are the atmospheric brightness temperature (i.e., Planck radiation energy divided by the Boltzmann constant) at the \( i \)th surface and cosmic background, respectively. The term \( \delta_k \) is the layer transmission given by

\[ \delta_k = \exp(-\alpha_k \Delta s_k) \]  (2)

where \( \alpha_k \) is the average absorption coefficient between surfaces \( i \) and \( i+1 \), and \( \Delta s_k \) is the pathlength between surfaces \( i \) and \( i+1 \) having a path geometry passing tangentially through surface \( t \) (\( \delta_{in} = 1 \) and \( \alpha_{in} = 0 \)). Refraction is ignored here. Equation (1) can be recast into a recursion equation that yields a vertical profile of layer absorption coefficient using

\[ \alpha_t = \ln \left( \frac{\prod_{i=t+1}^{N} \delta_i \prod_{j=1}^{N} T_j \prod_{j=t+1}^{N} \delta_{j} - l_t}{\sum_{i=t+1}^{N} T_i^p \prod_{j=t}^{N} \delta_{j} - l_t} \right)^{2 \Delta s_t} \]  (3)

The center panel of Fig. 1 shows the result of applying Eq. (3) to the radiances profile using the \( \Delta \log_{10} P = 1/6 \) thick layers for each step. The FOV smearing is ignored in the simple procedure used here, which has the effect of degrading resolution and introducing biases. Also shown in the center panel is empirical dry atmosphere continuum emission (determined by us), which dominates the signal above the tropopause. This continuum emission is present in all MLS stratospheric radiances and is nearly invariant with season and latitude (including the cold dry southern vortex), indicating that it is not caused by water vapor, clouds, or aerosols. It is probably caused by collision-induced absorption (CIA) among nitrogen and oxygen molecules. Nitrogen CIA has been measured at other frequencies (Dagg et al. 1985; Borysow and Frommhold 1986), and an empirical function can be determined that fits the data between 0 and 450 GHz and 126 and 333 K to better than 10%. Unfortunately, this accounts for only 62% (0.79% \( N_2 \) abundance) of the total continuum. The remaining 38% must be estimated as follows. If nitrogen CIA with oxygen is identical to itself, then the empirical function can be used for 79% of the absorption. The remaining 21% comes from \( O_2 \) CIA and dipole absorption, where absorption by any of the trace atmospheric gases is omitted. (This is likely to add less than 5% to the dry continuum in the troposphere.) The \( O_2 \) contribution can be estimated by extrapolating the Liebe et al. (1992) Millimeter-wave Propagation Model (MPM) \( O_2 \) absorption model, which is derived from line-by-line absorption measurements. Combining the \( N_2 \) and \( O_2 \) absorption coefficient models produces a func-
tion that differs from the experimental continuum derived from stratospheric MLS measurements by 25% in the upper troposphere. Considering the degree of uncertainty associated with these two continuum functions, this is a reasonable agreement and serves to validate the source of the unknown emission. The dry air continuum is subtracted from the measured absorption coefficient, and the difference is converted to water vapor concentration using Liebe's (1989) MPD. The result is shown in the right panel of Fig. 1. It should be noted that when the atmosphere has less than 100 ppmv humidity at 215 hPa, more than 50% of the signal comes from the dry air continuum emission. Based on comparing the two functions described above, there probably exists at least a 25% systematic error in the function being subtracted from the total absorption coefficient in the middle panel. At 215 hPa, this is roughly 25 ppmv humidity, which is a large relative error when the concentrations are low. Fortunately, despite uncertainties in the current knowledge of the continuum, the functional form is simple and well established experimentally, and through a careful validation exercise, an effective function can be accurately established from the measurements that will improve the accuracy when the values are low. High retrieved water vapor values (>300 ppmv) can be erroneous because of limitations in the retrieval technique. High values cause both the numerator and the denominator in Eq. (3) to trend toward zero, which makes the inversion very sensitive to any error such as neglecting FOV effects, atmospheric temperature, and computational numerics. In the future this will be circumvented with a retrieval technique designed for saturated radiances.

Figure 1 also shows the calculated effects of ice on MLS 205-GHz measurements based on the theory given by Gunn and East (1954) and a dielectric model from Liebe et al. (1989). The MLS UTH measurements are at altitudes that can be populated by cirrus anvils from deep convective towers. Measurements of ice crystals in cirrus anvils have revealed ice mass densities up to 0.1 g m\(^{-3}\) and particle sizes of 20–40 \(\mu\)m at temperatures < 220 K over spatial scales of 120 km (Knollenberg et al. 1993). This amount of ice could contribute ~20% to the total absorption coefficient at 12 km, as shown in Fig. 1. In practice it will usually be less, because these are maximum values and not likely to be realized over the synoptic scales on which MLS makes measurements. The relative strengths of emission at 205 GHz due to water in ice: vapor: liquid are 1:2:100 for equal mass densities; lower-altitude clouds containing liquid water > 0.1 g m\(^{-3}\) (typical for a light cumulus cloud) will mask the vapor signal. The profile shown in Fig. 1 is characteristic of a wet atmosphere (as compared to other MLS measurements) and is likely in the presence of convective cumulative towers. The shaded bar indicates the potential magnitude of cloud effects and the vertical extent may be greater than shown. No contribution from clouds has been subtracted from the total absorption in the water estimate shown in the right panel. The supersaturation shown in the right panel could be due to cloud emission, continuum errors, and other errors. Again, note that the measurement is mostly dry continuum above 146 hPa. Higher-altitude polar stratospheric clouds and nonconvective cirrus clouds are more than 30 times less dense (typically < 0.003 g m\(^{-3}\) at \(T < -40^\circ\)C (Heymsfield and Platt 1984)) than tropical convective cirrus anvils, and their effects on MLS water vapor measurements are negligible.

A test of the relative insensitivity to ice clouds is provided by MLS observations on 8 February 1993 through Tropical Cyclone Oliver over the Coral Sea. The particle microphysics in Oliver were characterized by aircraft experiments and reported by Pueschel et al. (1995), who find very high ice densities in the range of 0.4–1.0 g m\(^{-3}\), and having a bimodal particle size distribution with peaks of 0.04 and 0.4 mm diameter at 10.7 km. They also found that particle concentrations increased with altitude up to 10.7 km. Based on Knollenberg et al. (1993), these conditions are up to 10 times more severe than found in isolated convective systems. Shown in Fig. 2 are three MLS measurement tracks at 215 hPa, where the track indicated by stars goes through the cyclone and the other two tracks are adjacent and avoid it. The latitudinal extent of the storm shown in the shading is based on the image in Fig. 1 of Pueschel et al. (1995). The MLS measurement track over Oliver detects humidification (relative to the two adjacent tracks) in a reasonable 80%–90% range, showing that the effect of condensed water in this cyclone is not readily

![Fig. 2. Retrieved relative humidity along three adjacent MLS measurement tracks within 0°–40°S latitude and 130°–170°E longitude at 215 hPa on 8 February 1993. The Oliver cyclone location is shaded, and the track denoted by stars goes through it. The track depicted with diamonds is to the east over ocean, and asterisks depict the track to the west and mostly along the Australian east coast.](attachment:image.png)
apparent in the vapor measurement. An unrealistically high value of 130% was measured immediately north of the storm and is not yet understood. Note that retrieved values on all three MLS measurement tracks increase to near 100% relative humidity in the Tropics, which might be expected because these tracks pass over the typically moist Indonesian region.

3. Some initial results

The initial MLS water vapor results shown here are for a 100-hPa-thick layer centered at 215 hPa and assume no contribution from ice. It is difficult to validate the retrieved water vapor distribution against other measurements because of the lack of suitable datasets. Therefore, we will evaluate the phenomenology of the datasets by comparison with model results and related observations that are expected to be closely related to UTH. Figure 3 shows simulated distributions from the UGAMP (U.K. Universities's Global Atmospheric Modelling Project) model (e.g., Gray et al. 1993). This is a spectral 19-level (hybrid sigma and \( \rho \)) model extending from the surface to 10 hPa, derived from the forecasting model of the European Centre for Medium-Range Weather Forecasts. The runs used here were initialized with July conditions, and the data for Fig. 3 were extracted 12 and 18 months into the run. These experiments used triangular-21 truncation, the Kuo convective scheme, and specified sea surface temperatures corresponding to 1987 observations. The model calculation is water vapor at 215 hPa; however, the vertical resolution of the model (~0.11 in log \( \rho \)) effectively smooths the vertical profile, and although the nature of the smoothing will differ between the MLS and the UGAMP, it does not affect the conclusions being drawn here. Figure 3 shows individual measurements and the zonal mean for a pair of days taken before and after a UARS yaw maneuver in both January and July 1992. The latitudinal distribution of the MLS measurements is consistent with the simulation. Maximum values occur in the subtropics of the summer hemisphere. The peak zonal value observed by MLS shows less displacement from the equator than the UGAMP model. The largest differ-
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**Fig. 3.** January and July H₂O versus latitude. Green × and + are individual MLS measurements from two days. Red shaded area indicates the range of values predicted by the U.K. UGAMP model.
ern Hemisphere. The larger absolute values in the MLS are a bias caused by neglecting FOV effects and averaging through the 2.5–3.0-km-thick layer. A definitive MLS statement regarding the wintertime asymmetry requires an improved retrieval algorithm currently being developed. Since the aircraft results were based on cloud-free data below the tropopause, coincident data on clouds and tropopause altitude would be needed.

Upper-tropospheric water vapor measurements in the tropical west Pacific were made during the National Aeronautics and Space Administration (NASA) Pacific Exploratory Mission West-A (PEMWA) during September–October 1991 using a Lyman-\( \alpha \) instrument on a DC-8 aircraft (Kelly et al. 1993). Near-coincident MLS measurements have been compared with the PEMWA measurements and reasonably good agreement is obtained (Newell et al. 1995a). The MLS measurements also show a distribution of UTH that is consistent with the Walker circulation and its seasonal variation (Newell et al. 1995b).

Comparison of UTH from MLS and Goddard Earth Observing System Version 1 (GEOS-1) data assimilation system (Schubert et al. 1993, 1995) relates the MLS measurements to radiosonde observations. It also offers a mechanism to assess the synoptic variability of the observations. The GEOS-1 assimilation extends from the ground to 10 hPa, but moisture data from radiosondes is included only up to 300 hPa. As the assimilating model proceeds, moisture information is propagated to altitudes higher than 300 hPa. A demonstration of the MLS ability to track synoptic-scale UTH features is shown in Fig. 4 through comparison with GEOS-1. The maps are for 14 March 1993, when the U.S. east coast was experiencing a severe blizzard. The GEOS-1 humidity map was produced from data sampled according to the MLS orbit. The main features associated with the storm are in good agreement between the MLS measurements and the assimilation model. Also shown in Fig. 4 is the tropopause pressure from GEOS-1. The clash between the tropospheric and stratospheric air along the east coast of the United States, as shown in both GEOS-1 fields, is clearly indicated in the MLS map by a sharp water vapor gradient. Other features also correlate well between the tropopause height and MLS maps, but not so well with the GSFC humidity map. Notably, an arm of high-tropopause pressure associated with dry air extending northwest from Hawaii and an unusually low pressure tropopause and a wet region occurring north of the Chukchi Sea (70°N, 170°W) are present.
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significant difference is the existence of quite moist air in the assimilation result as far north as Greenland where the MLS indicates dry air. An interesting moist feature at 25°N, 140°W correlates very well between MLS and GEOS-1 and does not have an associated feature in the tropopause pressure.

The tropopause pressure map shows whether air at 215 hPa is in the stratosphere and hence should be dry, or is in the troposphere and should be moist. The East Coast blizzard is a very large event that occurred over a region where the radiosonde network is dense and the GEOS-1 humidity map should be of high quality. This distinct synoptic event, coupled with the dense radiosonde observations, provides good validation that the MLS can detect synoptic variability. The presence of consistent features over the Pacific between the tropopause pressure maps and MLS water vapor also provides validation information. Over the Pacific, radiosonde moisture data are sparse. The tropopause pressure from the assimilation is derived from satellite temperature measurements. The MLS detects a signature in the moisture field, which is verified by the pattern of the assimilation tropopause pressure. This shows that in the absence of moisture observations being directly assimilated into GEOS-1, the moisture fields from GEOS-1 contain significant errors. This demonstrates that future assimilations using MLS can change even the qualitative representation of UTH.

Comparisons between fractional area coverage by high (above 440 hPa) and optically thick (visible optical depth greater than 9.38) clouds and the MLS upper-tropospheric water distribution are shown in Figs. 5 and 6. The cloud cover maps are the 1983–90 climatology and indicate the regions where deep convective clouds are prevalent. These are derived from the International Satellite Cloud Climatology Project (C1) dataset (Rossow and Schiffer 1991; Hartmann et al. 1992). The MLS upper-tropospheric water distributions were obtained by averaging all usable data from 1991 to 1994 and represent our first attempt at a climatology of tropospheric water vapor from MLS. Although the cloud and UTH maps are for different years, the correspondence is good, as expected since convective areas occur in the same general region from year to year. The MLS maps clearly show regions where detrainment streams regularly extend from the convective (cloudy) regions. The divergence of water vapor from the tropical convective zones is important to determine because the outgoing longwave radiation, and hence the global greenhouse budget, critically depend on it.

Comparison of MLS averages with SAGE II (compare plate 1 of Rind et al. (1993)), 300-mb water vapor
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with Figs. 5 and 6) show mixed results. The SAGE II climatologies are from 1-month averages using 5 yr of data sampled 30 profiles per day with no measurements in cloudy conditions. The MLS averages show moist areas originating within regions of high cloudiness and spreading outward. SAGE II climatologies have no measurements (due to perpetual cloudiness) coincident with high MLS humidity values, but with the surrounding regions showing large inhomogeneity where MLS shows uniformly moist air. For example, the SAGE II January map has no UTH measurements in Indonesia, yet the region is largely bounded by extremely dry air. Also, the MLS maps show high humidity over the equatorial continents and dryness over the Atlantic and Pacific Oceans, while SAGE II shows this in July, but SAGE II shows South America being drier than the central Pacific in January. Both SAGE II and MLS show moisture streams extending far north from the Tropics to high northern latitudes along the eastern U.S. coast and eastern Japan. The intercomparison features described here are probably caused by sampling differences between the MLS and SAGE II measurements.

4. Future work

The initial results shown here indicate MLS can provide information on global upper-tropospheric water vapor. Future work will include development of a more sophisticated algorithm to provide useful quantitative values and validation of the resulting product. A next-generation MLS is now being developed for NASA’s Earth Observing System. It will continue the UARS upper-tropospheric water measurements to provide a long-term record and will also have enhanced capability to include complete coverage of water vapor from the upper troposphere through the stratosphere. Such measurements, it is hoped, will advance our knowledge of earth’s climate system and the potential for changes in it.
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