Comparing exposure metrics for classifying ‘dangerous heat’ in heat wave and health warning systems
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A B S T R A C T

Heat waves have been linked to excess mortality and morbidity, and are projected to increase in frequency and intensity with a warming climate. This study compares exposure metrics to trigger heat wave and health warning systems (HHWS), and introduces a novel multi-level hybrid clustering method to identify potential dangerously hot days. Two-level and three-level hybrid clustering analysis as well as common indices used to trigger HHWS, including spatial synoptic classification (SSC), and the 90th, 95th, and 99th percentiles of minimum and relative minimum temperature (using a 10 day reference period), were calculated using a summer-timber weather dataset in Detroit from 1976 to 2006. The days classified as ‘hot’ with hybrid clustering analysis, SSC, minimum and relative minimum temperature methods differed by method type. SSC tended to include the days with, on average, 2.5 °C lower daily minimum temperature and 5.3 °C lower dew point than days identified by other methods. These metrics were evaluated by comparing their performance in predicting excess daily mortality. The 99th percentile of minimum temperature was generally the most predictive, followed by the three-level hybrid clustering method, the 95th percentile of minimum temperature, SSC and others. Our proposed clustering framework has more flexibility and requires less substantial meteorological prior information than the synoptic classification methods. Comparison of these metrics in predicting excess daily mortality suggests that metrics thought to better characterize physiological heat stress by considering several weather conditions simultaneously may not be the same metrics that are better at predicting heat-related mortality, which has significant implications in HHWSs.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Heat waves have been receiving increasing attention recently due to the risks they pose to human health. The Russian heat wave of 2010, for example, is estimated to have caused around 55,000 heat-related deaths (Barriopedro et al., 2011). The frequency and intensity of heat waves as well as other extreme weather events are expected to increase as a consequence of climate change (Meehl and Tebaldi, 2004). Epidemiological studies have shown that hot weather is associated with mortality, hospital admissions, heat stroke, heat exhaustion, cardiovascular and respiratory diseases (Kovats and Hajat, 2008). A variety of heat wave and health plans have been proposed and implemented to prevent such health consequences. One key component of these plans is a timely and accurate heat alert system, also commonly called a heat wave and health warning system (HHWS) (Matthies and Menne, 2009). A HHWS is a system that uses meteorological forecasts to initiate acute public health interventions designed to reduce heat-related impacts on human health during atypically hot weather (Kovats and Ebi, 2006). HHWSs are intended to help local government and residents prepare for potential heat waves.

Several approaches have been used to identify potentially dangerous hot days based on weather forecasts, and define a metric that triggers an alert for a HHWS. These metrics include: absolute or percentile-based temperature threshold, heat index (HI), physiologically-based discomfort classifications, the temperature–mortality relationship derived from epidemiologic analysis, and spatial synoptic classification (SSC) (Hajat et al., 2010; National Weather Service, 2005). The SSC method was first proposed for application in Eastern and Central U.S. by Kalkstein and Greene (1997). It was then refined by Sheridan and Kalkstein (2004) to take Western U.S. and Canada into consideration, and was recently modified for Western Europe by Bower et al. (2007).
Detailed descriptions and examples of these metrics are described in supporting information. SSC and its variations have been used in many HHWSs in the U.S. and elsewhere (Sheridan and Kalkstein, 2004). SSC itself does not account for timing in season. However, when Kalkstein et al. (2011) established a HHWS using SSC, they modeled mortality as a function of SSC categories, timing in season, duration of a heat wave and other factors within a linear regression framework.

Two recent studies compared different heat–health warning trigger metrics in estimating heat–mortality relationships, and their findings were substantially different. Metzger et al. (2010) compared five metrics (maximum HI, maximum, minimum, and average temperature, and SSC) in estimating mortality risk during hot weather for New York City, and reported that the maximum HI performed similarly to other metrics. Hajat et al. (2010) compared four HHWS trigger approaches (SSC, epidemiologic assessment of the temperature–mortality associations, temperature–humidity index, and physiologic classification) in predicting dangerously hot days using data from Chicago, U.S.; London, U.K.; Madrid, Spain; and Montreal, Canada, and found that these four approaches did not consistently identify the same days as being ‘dangerous’ for health. Although these evaluations of trigger metrics in combination with health data are informative, their focus was not on the methods for creation of these metrics, and they did not consider the quality of weather forecast and other factors. Our goal is to evaluate the exposure metrics that are used, or could be used, as HHWS triggers to provide more in-depth insights into how these triggers are created and how they might be used in designing a HHWS.

Conceptually, the air mass approach seems to hold advantages over the other methods because it uses a variety of meteorological parameters to determine potentially oppressive weather conditions. However, SSC methods rely on a sophisticated calculation which is neither easily replicated nor transparent to non-technical audiences. For example, SSC depends on the subjective selection of seeding days (days that are considered most representative of the particular air mass type for that area, such as moist tropical (MT) category), and the ability to select these days is limited to a population of trained and experienced experts. Moreover, SSC-based HHWSs are even more complicated and difficult to interpret. They generally select variables from a large number of correlated weather parameters, resulting in considerable differences in variable selection for nearby cities with similar weather. For example, Kalkstein et al. (2011) show that maximum temperature, Julian day number in summer and day number in sequence were the most important explanatory variables for excess mortality within an offensive air mass for Baltimore, MD, but maximum temperature, maximum and minimum dew point temperature, and Julian day number were the key predictors of mortality in nearby Washington D.C. This suggests overfitting is an issue. From the public health perspective, a data-driven and flexible method for identifying extreme hot days, easily understood and interpreted for public health intervention applications, may have potential applications in heat health warning systems. In addition, discussions with meteorologists involved in issuing heat warnings have confirmed that further evaluation of triggers used for HHWSs would be a welcome contribution (O’Neill et al., 2011).

This study aims to develop a flexible data-driven method to identify “dangerously” hot weather patterns from an exposure assessment perspective, and then to compare it to some selected exposure metrics commonly used in HHWSs for classifying hot days. This method takes advantage of recent advances in statistical methods and decreases the demand for prior meteorological background information. We present a novel multi-level hybrid clustering method that combines the model-based clustering method the partition around medoids (PAM) and hierarchical methods. This proposed method was applied to a time series of observed meteorological data from Detroit, Michigan, USA. Results from the new clustering method were compared to some common exposure metrics in HHWSs, including SSC triggers, in terms of their concordance in identifying potentially dangerously hot days.

2. Methods for identifying dangerously hot days

2.1. Introduction to clustering methods

Cluster analysis methods include partitioning methods, hierarchical cluster methods and model-based clustering methods, among others. Partitioning and hierarchical methods do not require underlying statistical models, while model-based clustering methods are established on probability models. K-means and the PAM algorithm are two popular partitioning methods. K-means and PAM methods divide all observations into several clusters at once with the number of clusters determined a priori. PAM is more robust than the K-means clustering method to outliers and missing values because it minimizes a sum of un-squared dissimilarities, rather than a sum of squared Euclidean distances, and avoids initial guesses for the cluster centers which is what is done with K-means (Struyf et al., 1997). Hierarchical cluster methods produce different levels of clustering of the dataset, and usually produce a graphical tree displaying this hierarchical clustering structure. Both partitioning and hierarchical methods are distance-based approaches, and lack underlying statistical models (Izenman, 2008; Struyf et al., 1997). In contrast, model-based clustering methods are based on probability models, and view data as generated from a finite mixture model (Fraley and Raftery, 2007). Each component (distribution) of a mixture model corresponds to a cluster, and is usually modeled as a normal or Gaussian distribution.

Model parameters are estimated using a maximum likelihood approach, and the number of clusters can be optimally determined by use of statistical criteria such as the Bayesian Information Criterion (BIC), rather than subjective choice in partitioning methods. Model-based approaches provide the flexibility to identify clusters by accounting for their geometric features (e.g., shape, volume and orientation), which are critical to the performance of clustering methods. Distance-based approaches cannot take into consideration the clusters’ shape and structure since they depend on the proximity between data objects. For example, supporting Information Figures S1–2 illustrate a few ellipse-shaped clusters with different volumes and orientations. The popular K-means method usually works well only for spherical clusters with similar size while the model-based cluster method can deal with clusters with different shapes and varying sizes. We provided an extended version in introducing these clustering methods in supporting information.

2.2. New clustering approach

In the current paper, we propose a multi-level hybrid clustering method that includes advantages of the hierarchical, partitioning and model-based approaches described above. We apply this method to meteorological data to evaluate its potential for use in triggering a HHWS. Fig. 1 describes the method’s framework, which incorporates model-based clustering and PAM approaches and also takes into account the duration of hot weather. The basic idea of this method is sequential clustering: model-based clustering techniques are used to iteratively divide observations into clusters as many times as possible depending on user’s demand, and some of the clusters identified by the previous clustering step are used as input for the next clustering step. PAM is introduced when identified small clusters cannot be divided further by the model-based clustering method. Users can determine which clusters are the hottest at each step by examining the descriptive statistics of the temperature parameter within each cluster (e.g., mean, median, minimum and maximum values). The duration of hot weather is taken into consideration in the last step, and applied to the hottest clusters identified by the sequential clustering. The three stages shown in this figure are an arbitrary number selected for illustrative purposes. The number of levels in practice can range from two to a large number, depending on the user’s needs. This strategy provides flexibility for local governments to customize their own HHWSs.
The SSC is a classification procedure with a fixed number of clusters based on meteorological identification of air mass types, e.g., the seven air mass types described in Kalkstein and Greene (1997). However, air mass characteristics may vary with cities and their relation to human health has not been established for many cities. The linear discriminant analysis (Kalkstein and Greene, 1997), equal weighting (Sheridan, 2002), and hierarchical K-means (Bower et al., 2007) methods used in SSC perform well for spherical cluster shapes. However, we explored meteorological parameters in high dimensions using GGobi (an open source visualization program, Buja et al. (2003)), and found the meteorological data used to define air masses do not always have sphere-like shapes. As Supporting Information Figs. 1 and 2 show, daily maximum temperature and dew point during summers in Detroit have ellipse-like shapes. As mentioned earlier, model-based clustering methods provide more flexibility to model different shapes of clusters, and determine the number of clusters automatically using a data-driven method. An R package for model-based clustering, “mclust”, was selected to implement model-based clustering (Fraley and Raftery, 2007). In some cases, the hottest sub-cluster identified by a model-based clustering method might be relatively large. Certain model-based methods cannot divide sub-clusters further since they utilize the Bayesian Information Criterion (BIC), which penalizes larger numbers of clusters. Thus, we introduce the PAM method to allow the user the flexibility to create additional ‘hot’ sub-clusters in such cases. An R package, “cluster”, was chosen to implement PAM (Struyf et al., 1997). The number of clusters is determined by looking at the tree produced by applying a hierarchical cluster method.

We chose an agglomerative hierarchal algorithm in the “cluster” package, “agnes”, for this study (Struyf et al., 1997).

In the final stage of our proposed method, duration of high temperatures is taken into account because a period of duration of high temperature is likely to be more hazardous to health than a one-day hot spell followed by a rapid drop in temperature and/or humidity (Rocklov et al., 2011). The number of heat wave days is calculated by counting days where at least two consecutive days occurred in the hottest sub-clusters identified by the two level hybrid clustering method (HCM2) or the three level hybrid clustering method (HCM3). The more consecutive days that are counted, the more potentially dangerous hot weather is for health. The proposed cluster analysis was implemented in the R statistical software (version 2.13.1) (R Development Core Team, 2006).

2.3. Meteorological data

We obtained hourly weather data during the summertime (May 1st to September 30th) from 1976 to 2006 from the National Climate Data Center, derived from the Detroit Metropolitan Airport monitoring station in Romulus, Michigan, USA (Station name: Detroit/Metropolitan). We abbreviate this dataset as ‘DTW’ to correspond to that airport’s code. Daily measures of maximum and minimum temperatures and dew point temperatures were created from these hourly observations. These four meteorological variables were used in the data analysis. Results including the characteristics of clusters and number of heat wave days identified from different exposure metrics in HHWS triggers were compared.
2.4. Comparison of the exposure metrics in HHWS triggers

The purpose of the comparison among different exposure metrics in HHWS triggers is to assess the level of agreement across the different methods in terms of classifying particular days or periods as being ‘dangerously’ hot. In particular, we compared the ‘dangerous’ heat wave days lasting at least two consecutive days identified by each method, which are more dangerous than those occurring in one day. We chose a two-day threshold to achieve a reasonable sample size of identified heat wave days for our comparative analysis, although we recognize that longer durations are likely more health-relevant. Use of a one-day threshold resulted in too many identified heat wave days over the study period, while the three-day threshold reduced the number of identified days dramatically. Several exposure metrics in HHWS triggers (SSC, ≥90th, 95th, 99th minimum temperature/relative temperature and lasting for at least two days) were calculated using the Detroit weather data discussed above. SSC categories for each day during the study period (May 1st to September 30th from 1976 to 2006) were obtained for Detroit from a website maintained by Dr. Scott Sheridan (Sheridan, 2009). Heat waves identified by percentiles of temperature in this study are defined as days which minimum temperature is above a percentile based on this measured daily temperature metric over all summertime dates from 1976 to 2006 in Detroit. Three percentiles (90th, 95th and 99th) of relative minimum temperature were estimated with reference to the average temperatures for every fixed 10-day interval (e.g., May 1–10, 11–20, etc.) from May to September over the 31 years of the weather dataset. For example, the daily minimum temperatures for May 1st, 2nd, 3rd through 10th are always compared to the distribution of daily minimum temperatures of the first ten days in May over 31 years; and the minimum temperatures of May 11th and 12th use the same reference period of May 11–20. Compared to the minimum temperature, the relative minimum temperature can account for the temporal component of ‘dangerous’ heat. In other words, an equivalent daily temperature could be more dangerous in May than in August because it is unusual that early in the season. The duration of high temperature is also considered separately for these selected exposure metrics in HHWS triggers by counting at least two consecutive days occurred in the combined dataset of dry tropical (DT), MT++ and MT+++ clusters for SSC, or at least two consecutive days occurred in which the minimum temperatures exceeded given thresholds.

2.5. Health effect analysis

A health effect analysis was conducted using daily mortality records from Detroit Metropolitan area obtained from the National Center for Health Statistics. International Classification of Disease (ICD) codes Eighth revision (ICD-8), Ninth revision (ICD-9) and Tenth revision (ICD-10) were used for the mortality data from 1976–1978, 1979–1997, and 1998–2006, respectively. Daily total mortality included nonaccidental causes (ICD-8 Codes 0–999; ICD-9 Codes 0–999; ICD-10 Codes beginning with S through Z were excluded). We modeled total mortality counts as a smooth function of date where we used an integer value of the day of the time series (degrees of freedom = 5) while adjusting for season (week, season and year), age group, sex, race, education status, marital status, and zip code. In particular, we calculated the difference between the observed daily and expected counts. We compared the median values of deviation from typical daily mortality counts. We compared the median values of deviation from typical daily mortality counts across all “extremely hot days” identified by our method to those calculated based on other selected exposure metrics. The smooth function was implemented using the penalized splines of “mgcv” R package (version 1.7-6) in the R statistical software (version 2.13.1) (R Development Core Team, 2006; Wood, 2008).

3. Results

3.1. Descriptive statistics

Supporting information Table S1 presents descriptive statistics of the four meteorological variables of interest during the summertime for the 31-year period in Detroit. The distributions of the four meteorological parameters were slightly left skewed, and some extreme values could be seen in the two tails (Supporting Information Table S1 and Figures S3–4). During the study period, the average maximum temperature and dew point were around 10 and 6 °C higher than the average minimum temperature and dew point, respectively. Strong significant correlations (all Pearson correlation coefficients \( r > 0.7; \) all \( p \)-values <0.05) have been shown between the different meteorological metrics. The strongest correlation \( (r = 0.89) \) occurred between daily minimum temperatures and daily maximum dew points, followed by the correlation \( (r = 0.88) \) between daily minimum temperatures and daily minimum dew points, the correlation \( (r = 0.88) \) between the two daily dew point metrics, and the correlation \( (r = 0.76) \) between the two temperature metrics (shown in Supporting information Table S2).

3.2. Hybrid clustering analysis results

Cluster analysis was applied at three levels: the model-based clustering method was applied at the first two levels; and PAM was used at the last level. Seven clusters were identified at the first level, and the hottest cluster (7th) was further divided into four sub-clusters at the second level. Two sub-clusters were relatively hotter than the remaining clusters, and both had higher mean temperature and dew point temperature. A slight difference was observed for these two sub-clusters in that one was inclined to having more moisture and the other tended to have higher temperatures. The third sub-cluster at the second level was further classified into two clusters (1st and 2nd at the third level), and the fourth sub-cluster was divided into another two clusters (3rd and 4th at the third level). The 1st and 4th cluster at the third level had both higher temperature and dew point temperature. Like the second level, one cluster (1st) was associated with higher temperature, while another (4th) was related to higher dew point values. Supporting information Table S3 presents the results obtained by applying our proposed hybrid clustering method to the observed DTW dataset.

3.3. Comparison of the exposure metrics in HHWS triggers

Fig. 2 presents the number of annual heat wave days identified by selected exposure metrics in HHWS triggers over a 31 year period. For the percentile-related minimum temperature metrics, the number of extremely hot days was mainly determined by the level of percentile. With increased percentiles from 90th, 95th to 99th, the number of identified hot days decreased from up to 34 to less than 4, depending on the year. In general, these metrics differed moderately or substantially in terms of the number of identified dangerous heat wave days. For example, the 90th percentile minimum temperature tended to define more potentially dangerous heat wave days (405 days or 8.5% of summer days).
over 31 years) than SSC (355 days or 7.5%), two-level hybrid clustering analysis (189 days or 4.0%), three-level hybrid clustering analysis (89 days or 1.5%), the 95th and 99th percentile minimum temperatures (180 and 22 days or 3.8% or 0.5%), The number of dangerous heat wave days identified by the SSC was more than those classified by the 90th percentile minimum temperature in the first few years, and then was less than the latter for most of the rest of the years; the highest number of heat wave days classified by SSC occurred in 1988, but all other methods identified the most heat wave days in 1995. However, the temporal patterns shown in Fig. 2 indicate the identified heat wave days are generally highly correlated across those metrics, which is consistent with the correlations of the number of annual heat wave days identified by each method (Supporting Information Table S4). After excluding the 99th percentile minimum temperature, other methods showed strong correlations (Pearson correlation coefficient \(r > 0.7\), \(p < 0.05\)) except that the two-level hybrid clustering analysis was moderately correlated with SSC \((r = 0.55, p < 0.05)\). The heat days identified by the 99th percentile minimum temperature were moderately correlated with those classified by other methods \((r \approx 0.37 \text{ and } 0.54)\). Supporting Information Table S5 shows characteristics of the seven SSC air masses calculated by Sheridan and colleagues for Detroit for the entire study period. Supporting information Figure S5 shows the number of annual dangerous heat wave days identified by SSC and the relative minimum temperature, and suggests the overall trends of minimum temperature and relative temperature were similar. Supporting information Figure S6 further showed the associations among SSC, temperature and relative temperature methods. SSC, the 90th percentile minimum temperature and relative temperature were highly correlated.

SSC tended to include the days with lower daily minimum temperature and dew point (shown in supporting information Table S6). The average minimum temperature and dew point of SSC-identified heat wave days were 2.5 and 5.3 °C lower than the same parameters on those days identified by other methods. As expected, the averages of four meteorological metrics increased with either the increased number of levels for hybrid clustering analysis or the increased percentile for minimum temperature.

<table>
<thead>
<tr>
<th>Methods</th>
<th>N</th>
<th>Min temp</th>
<th>Max temp</th>
<th>Min DP</th>
<th>Max DP</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSC-HCM2</td>
<td>204</td>
<td>18.3 ± 4.0</td>
<td>31.6 ± 2.9</td>
<td>13.4 ± 5.2</td>
<td>19.2 ± 4.8</td>
</tr>
<tr>
<td>SSC-HCM3</td>
<td>311</td>
<td>18.5 ± 4.0</td>
<td>31.5 ± 2.8</td>
<td>13.7 ± 5.2</td>
<td>19.4 ± 4.5</td>
</tr>
<tr>
<td>SSC-90th Min TMP</td>
<td>204</td>
<td>16.5 ± 3.5</td>
<td>30.7 ± 2.7</td>
<td>11.6 ± 4.9</td>
<td>17.6 ± 4.4</td>
</tr>
<tr>
<td>SSC-95th Min TMP</td>
<td>246</td>
<td>17.3 ± 3.7</td>
<td>31.0 ± 2.7</td>
<td>12.7 ± 5.1</td>
<td>18.4 ± 4.5</td>
</tr>
<tr>
<td>SSC-99th Min TMP</td>
<td>334</td>
<td>18.7 ± 3.9</td>
<td>31.5 ± 2.7</td>
<td>14.2 ± 5.3</td>
<td>19.6 ± 4.5</td>
</tr>
<tr>
<td>HCM2</td>
<td>311</td>
<td>18.3 ± 4.0</td>
<td>31.6 ± 2.8</td>
<td>13.7 ± 5.2</td>
<td>19.4 ± 4.5</td>
</tr>
<tr>
<td>HCM3</td>
<td>311</td>
<td>18.5 ± 4.0</td>
<td>31.5 ± 2.8</td>
<td>13.7 ± 5.2</td>
<td>19.4 ± 4.5</td>
</tr>
<tr>
<td>SSC-90th Min TMP</td>
<td>204</td>
<td>16.5 ± 3.5</td>
<td>30.7 ± 2.7</td>
<td>11.6 ± 4.9</td>
<td>17.6 ± 4.4</td>
</tr>
<tr>
<td>SSC-95th Min TMP</td>
<td>246</td>
<td>17.3 ± 3.7</td>
<td>31.0 ± 2.7</td>
<td>12.7 ± 5.1</td>
<td>18.4 ± 4.5</td>
</tr>
<tr>
<td>SSC-99th Min TMP</td>
<td>334</td>
<td>18.7 ± 3.9</td>
<td>31.5 ± 2.7</td>
<td>14.2 ± 5.3</td>
<td>19.6 ± 4.5</td>
</tr>
</tbody>
</table>

Table 1 shows the days identified differently between SSC and other methods. Considering both Table 1 and Supporting Information Table S6, the number of commonly-identified ‘hot’ days between SSC and other metrics ranged from 21 to 151 days (0.5 to 3.2% of summer days over 31 years). SSC defined more than 200 heat wave days that were not classified as ‘hot’ by other methods. Compared to other metrics, both SSC and the 90th percentile minimum temperature include more heat wave days (355 and 405 days or 7.5% and 8.5% of summer days, respectively; Supporting Information Table S6). However, Table 1 shows these two methods shared relatively fewer heat wave days (151 days or 3.2%) in common. This is also true for two-level hybrid clustering analysis, which shared 61 days in common with SSC. Moreover, by comparing Table 1 and Supporting Information Table S6, the heat wave days identified only by SSC were associated with lower temperature/dew points than those days shared by SSC and other methods, e.g., daily minimum temperatures were 2 to 6 °C lower.

Fig. 3 shows the comparison of the exact dates of dangerous days identified by selected exposure metrics in HHWS triggers for the hottest summer (1995) during our study period. This figure shows these methods performed differently from another perspective. There were no identified dangerous hot days by all methods in May, 1995. In June, only SSC, the 90th percentile minimum temperature and relative temperature identified several dangerous hot days (3, 5 and 4 days, respectively), and they shared two days in common. Likewise, in July, all methods except for the three-level hybrid clustering analysis and the 90th percentile relative temperature classified a few extremely hot days, but there was no overlap among all methods. In August, all methods except for the 90th percentile relative temperature shared four days in common and differed for other identified days. In September, only SSC identified two dangerous days. In addition, the 90th percentile minimum temperature and relative temperature performed similarly and this was also true for the 95th percentile minimum temperature and relative temperature. Figures of such comparison are similar over other years. Figure S7 shows the comparison in 1988.

Fig. 3. Comparison of the exact dates of dangerous heat wave days identified by selected HHWS exposure metrics during summer of 1995 in Detroit, MI (minimum temperature: Min TMP; minimum relative temperature: Min RTMP).
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three exposure metrics based on percentiles of relative minimum temperature (accounting for time in season) had generally lower deviations than the others.

Fig. 4 shows the median deviations for all-cause mortality in the extremely hot days identified by each method. The highest median positive deviation among these identified days is with the 99th percentile of minimum temperature (13 death counts per day). HCM3 and the 95th percentile of minimum temperature are both the second highest (3.7). SSC (2.5) is slightly lower than HCM3. HCM2 is the least (−0.3). Interestingly, the three exposure metrics based on percentiles of relative minimum temperature (accounting for time in season) had generally lower deviations than the other metrics.

4. Discussion

This study proposed and demonstrated a flexible hybrid cluster analysis method for classifying potentially dangerous hot weather using recent advances in clustering methods. The flexibility provided by this hybrid clustering method allows users the freedom to establish local-specific HHWS triggers, using a somewhat more sophisticated approach than choosing an absolute heat index or percentile threshold calculated with reference to historical weather conditions. Also, compared with SSC, this method does not require expert meteorological knowledge and removes some subjectivity. In other words, others could apply the methods described here to replicate the results we found either using Detroit-area weather data or data from other localities.

The comparison of annual dangerous heat wave days identified by selected exposure metrics in HHWS triggers suggests these methods behaved quite differently in terms of the number of annual heat days identified, and which specific days were identified, although the temporal patterns of annual heat wave days were moderately or strongly correlated. This comparison suggests that there is enough of a difference that should matter for health, and some methods might work better than others in predicting days with higher deaths. This idea is corroborated by Hajat et al. (2010) who showed little agreement among several metrics in terms of their association with mortality. The level of disagreement reflects the difference in data inputs and analysis of these methods. SSC requires the most diverse range of weather information (cloud cover, pressure and other parameters), followed by hybrid clustering method and temperature. SSC and temperature are based on both meteorological and statistical principles, while hybrid clustering method purely relies on statistical models.

Based on our analysis using data from Detroit, Michigan, SSC tended to include days with lower daily minimum temperature and dew point and might be not sensitive to extreme heat waves. The identified heat days by SSC were usually associated with lower daily minimum temperature and dew point. SSC behaved differently from other methods in identifying heat wave days in the hottest month (August, 1995) and the hottest summer (May to September, 1995) over the entire study period.

Hybrid clustering method has limitations including a lack of accounting for early season heat and the necessity of separately accounting for heat wave duration at the current stage. Heat waves occurring early in the summer have been shown to be more dangerous than those occurring in later summer, and risks also increase with longer heat duration (Anderson and Bell, 2010). The hybrid clustering method takes the time dimension into consideration separately because it is not easy to incorporate time scale automatically in the clustering procedure in a simple way. However, we could incorporate time-of-year and heat duration automatically in evaluating heat–mortality associations, similar to what is done when using the SSC exposure metric to determine when a heat warning or advisory should be issued.

The number of levels chosen for the clusters is subjective and depends on the user’s purposes and experiences. We chose three levels for DTW because when we examined the temperatures of days in the two hottest sub-clusters (sample sizes are 169 and 138 days, respectively; Table S3) at the second level, they were not extremely hot. The model-based clustering method could not be used to further split these two sub-clusters because the number of clusters in the model-based clustering was determined by optimizing BIC automatically. Thus we applied PAM, which does not have this constraint, to further divide these two sub-clusters. Having this flexibility in picking the number of levels would allow users responsible for issuing heat advisories or warnings to tailor their decision according to their local conditions.

The minimum relative temperature method performed similarly to the minimum temperature method mainly because the relative temperature was calculated based on the minimum temperature relative to the 10-day reference period. Because of this stratification, relative temperature usually had lower thresholds in earlier or later months (e.g., May and September) and had higher thresholds in mid-summer months (e.g., July and August). These features of relative temperature can explain a large extent why relative temperature identified more days in May and September and fewer days in July and August compared to temperature. In general, relative temperature seems more promising than temperature because it takes into account temporal variability of temperature and dew point. However, further evaluations using health outcome data in different geographical areas would be necessary to validate this supposition.

The health analysis points out that there is a difference between metrics that provide information on the extent of physiological stress and metrics that accurately predict when mortality will increase. It suggests that our proposed hybrid clustering method and SSC might better characterize physiological stress, which is necessary but not sufficient for predicting mortality. In addition, the 99th percentile of minimum temperature is associated with the highest mortality deviation mainly because of small sample size (22 days over 31 years). However, the 95th percentile of minimum temperature having similar deviation with HCM3 and SSC indicates a simple, easily understandable system could also be a good option for a HHWS. This finding needs to be further evaluated in the cities other than Detroit.

Our objective in this paper is not to design a new warning system, but to propose a new exposure metric which has potential to be incorporated into a HHWS design, with additional consideration of the quality of weather forecasts and associations with health outcomes. Although our new method has some promising features, it is not an alternative to SSC at the current stage. Further evaluation with data from more cities is needed, as well as testing of how well it works with forecast data and how it predicts health outcomes such as mortality. We plan to evaluate the performance of this proposed hybrid clustering method and other triggers within a HHWS context in a subsequent paper, which addresses the issues of sensitivity, specificity, generalization to other cities, and the influence of weather forecast quality (comparing triggers calculated using archived forecast versus observed data) on the alert system. In addition, we intend to evaluate performance of...
these HHWS triggers in terms of ability to predict heat-related health outcomes using epidemiologic models and how their performance varies with type of health outcomes (e.g., total mortality and cause-specific mortality).

5. Conclusions

A novel hybrid multi-level clustering method based on four meteorological variables (daily minimum and maximum temperature, and daily minimum and maximum dew point) was proposed to identify extremely hot days, and was demonstrated using historical meteorological data from Detroit, Michigan. This method consists of a model-based clustering method and a partitioning clustering method (PAM). The number of levels and combination of the two types of clustering method are flexible and subject to users’ demand. This multi-level method is further enhanced by some advantages of model-based clustering methods such as determining the number of cluster by an objective statistical criterion (BIC) and accounting for a more diverse range of cluster shapes. Comparison of identified extremely hot days among selected HHWS triggers suggests that these methods differ moderately or largely depending on method type; the 90th and 95th percentile daily minimum temperature and relative temperature performed similarly; and SSC tended to define more heat wave days with lower daily minimum temperature and dew point. Compared with SSC, our proposed hybrid clustering method reduces the possibility of including days with low temperature and dew points, and avoids including too many days. Results justified the usability of hybrid clustering method as a sequential application of clustering methods within the context of heat waves. It also provides the flexibility and transparency to define dangerous heat. The health analysis indicates the metrics that are potentially better in quantifying physiological heat stress do not necessarily result in better prediction of excess daily mortality. Thus, a simple metric (e.g., the 95th percentile daily minimum temperature) might be a good metric for HHWSs if we use the deviation from typical daily mortality counts as an evaluation criterion for HHWSs. This raises a question for future research: how to evaluate HHWSs? Our proposed approach and findings are relevant to heat wave prevention, heat-related epidemiological studies and risk assessment, and potentially pollutant mixture research.
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